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1 Matrix Basics

Recall that we can rewrite the system

(e +b
— = ax
dt Y
dy
— = cr+d
dt Y
using matrix notation as

dx A

— = Ax

dt ’

where /
() () )
2 Matrix Operations

e Addition of matrices.
e Multiplying a matrix by a scalar.

e The product of a matrix and a column vector

() ()= () =) ()



e The product of two matrices

()G a0 = (o) i)
((ae +bg)x + (af + bh)y)
(ce +dg)z + (cf +dh)y

~ [ae+Dbg af+0bh\ (x
 \ce+dg cf +dh) \y)’
[ AB = (Abl,Abg)
e In general, AB # BA.

3 Solving a 2 x 2 Linear System

Consider the system

dx
dt
dy
dt
with initial conditions z(0) = 1 and y(0) = 1. For

= v+ 2
= 4dxr+ 3y
dx

X _ 4
aw O

we can guess that the solution is of the form

At
c1€
x(0) = ().

where A\, cq,co € R.

4 Checking the Guess

On the one hand, we have

dx  (creM)
E == )\ (CQEAt) = )\X

2



On the other hand,

B =g (G
dt co )

To ensure a solution, we must choose A, ¢q, ¢ such that
)= ()
C2 C2
5 Finding Eigenvalues and Eigenvectors

. 1 2 [T
A—(4 3) andx—(xz).

The system Ax = Ax can be written as either

Let

ZL’1—|—2£L'2 = )\ZL’l
4y + 3y = Ao

We can reduce this system to

(1 — )\)l’l + 22152 = 0
(A2 —4X =5z, = 0.

Therefore, to obtain a nonzero solution either A =5 or A = —1.

e If A\ =5, the first equation in the system becomes —2x; + x5 = 0, and

we can let
= (;) |

(1)

Ax = \x,

o [f \=—1, then

For

The number A is called an eigenvalue of A, and x # 0 is an eigenvector
corresponding to A.



6 The Principle of Superposition

The solutions to the system

()= (2 2) ()
must be of the form

(i) = (o) o (i) = (1)

The Principle of Superposition tells us that any linear combination of solu-
tions to a linear equation is also a solution. Therefore

() = (o) v (1)

Thus,
2 1
£ = 2ty ot
x(t) 3¢ + 3¢
4 1
yt) = §€5t—§€_t
Homework

e Chapter 11. Exercises 1, 2, 3, 4; p. 177.
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